
1 Philosophical Foundations 

 

 

Figure 1.1 The interrogatives diamond 

Figure 1.2 Differences between observer (green) and reality (yellow) 



 

 

Figure 1.3 Positivist (left) and constructionist (right) perspectives 

Figure 1.4 Research methodologies 



 

 

Figure 1.5 Qualitative inquiry process 

Figure 1.6 Mixed methods research philosophy 



2 The Quantitative Research Process 

 
Figure 2.1 The initial phases of the quantitative research process 



 

 

Figure 2.2 Theoretical framework constructs development 

Figure 2.3 Proposed theoretical framework 



 

 

Figure 2.4 Research design elements 



 
Figure 2.5 Research design perspectives 



 

 

Figure 2.6 Sample representativeness 

Figure 2.7 Variables in quantitative research 



 

 

Figure 2.8 Variables in cause and effect relationships 

Figure 2.9 Questionnaire development process 



 
Figure 2.10 Final research phases 



 

Figure 2.11 The quantitative research process 



3 Populations 

 

 

 
Figure 3.1 Profile representation for categorical variables 



 

 

Figure 3.2 Bar chart and distribution of a scale variable 

Figure 3.3 Population mean and median 



 

 

 

Figure 3.4 Quartiles (top) and box plot (bottom) 

Figure 3.5 Characteristic population parameters 



 

 

Figure 3.6 Parameters and curve shape approximation 

Figure 3.7 Influence of opposite sign values on the mean 



 

 

 

 

Figure 3.8 Mean absolute deviation and standard deviation 

Figure 3.9 Mean and standard deviation 

Figure 3.10 Kurtosis effect of profile/distribution curve 



 

 

 

Figure 3.11 Probability definition 

Figure 3.12 Possible attributes arrangements 

Figure 3.13 Decision tree for coin flip 



 

 

 

 

Figure 3.14 Three-coin flip universe 

Figure 3.15 Dice universe 



 

 

 

Figure 3.16 Dice universe probability distribution 

Figure 3.17 Dice universe probability distribution areas 



 

 

Figure 3.18 Probability as area under the distribution curve 

Figure 3.19 Normal distribution graphs 



 
Figure 3.20 Standardized normal distribution 



 
Figure 3.21 Table of positive z values 



 

 

Figure 3.22 One-tail power and confidence 

Figure 3.23 Two-tail power and confidence 



 

 

 

Figure 3.24 Population under normal curve 

Figure 3.25 Mapping a normal curve to the standardized normal curve 



 

 

Figure 3.26 Chi-distribution graphs 

Figure 3.27 Table of chi-square values 



 
Figure 3.28 Binomial probability distributions 



 
Figure 3.29 Table of binomial distribution values 



 

 

Figure 3.30 t probability distributions 

Figure 3.31 t statistic probability distribution 



 

 

Figure 3.32 F probability distributions 

Figure 3.33 F statistic table 



 

 

Figure 3.34 Normal plots 

Figure 3.35 Q-Q plots 



 
Figure 3.36 P-P plots 



 

 

 

Figure 3.37 Transformation of a bimodal probability distribution 



4 Samples 

 

 

  

Figure 4.1 Population samples 

Figure 4.2 Sampling distribution 



 

 

 

 

Figure 4.3 Sample, sampling, and population distributions 

Figure 4.4 Confidence intervals 



 

 

Figure 4.5 Normal model centered at p 

Figure 4.6 The statistics process 



 

 

Figure 4.7 Breakdown of statistical methods 

Figure 4.8  The house of stats 



 

 

Figure 4.9 One-sample situations 

Figure 4.10 Scatter plots of x and y 



 

 

Figure 4.11 Scatter plots of Zx and Zy 

Figure 4.12 Regression to the mean 



 

 

Figure 4.13 Stork example scatter plot 

Figure 4.14 Regression line 



 

 

Figure 4.15 Scatter plot of residuals 

Figure 4.16 Box-plots for ANOVA 



 

 

Figure 4.17 Similar and dissimilar distributions 

Figure 4.18 Bar chart of contingency table 



 

 

Figure 4.19 Distribution of p values 

Figure 4.20 Two-sample situation 



 

 

Figure 4.21 From one sample to two 

Figure 4.22 From one sample to many 

 



5 Hypothesis Testing 

 

 

 

 

Figure 5.1 Null and alternative hypotheses 

Figure 5.2 Critical and p-value arrangements 



 
Figure 5.4 Reliability, precisions, validity, and accuracy 



6 Advanced Methods of Analysis 

 

 

Figure 6.1 Factor coordinates plot 

Figure 6.2 Scree plot 



 

  

 

 

Figure 6.3 Axes rotation 

Figure 6.4 Target practice results 



 

 

 

Figure 6.5 Cluster and factor analysis 

Figure 6.6 The clustering process 



 

 

Figure 6.7 Grouping distance and dendogram 

Figure 6.8 Entrepreneurship model 



 
Figure 6.9 Confirmatory factor model examples 



 
 

Figure 6.10 Weighted exponential smoothing 



 
 

 

Figure 6.11 Holt model smoothing 

Figure 6.12 Risk attitudes 



 
Figure 6.13 Decision tree analysis 
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Appendix B Cheat Sheets 

 

Table B1. Cheat sheet of statistical tests 
VARIABLES 

Number Scale (Interval, Ratio) Nominal/Categorical 

1 Normally Distributed 
Measures of location, variability (mean, 
Var, σ) 
QQ and PP Plots/ KS test 
Student t-test - independent t-test 
(hypothetical mean) 
Distribution Free/Non-parametric 
Median, Quartiles, box-plot 
Sign test/Wilcoxon's test 

Chi-square goodness of fit 
G-test goodness of fit 

2 Normally Distributed 
Paired t-test (one sample) 
Independence t-test (two samples) 
Correlation 
Regression 
Distribution Free/Non-parametric 
Wilcoxon's rank/rank sum or Mann-
Whitney 
Spearman's rank 
Wilcoxon's signed rank (paired) 

Cross-tabulations/Contingency 
Tables 
Chi-square test for independence 
G-test for independence (large 
entries) 
McNemar's test (paired 
dichotomous) 
Fisher's exact test (small entries)  

Many Normally Distributed 
One-Way ANOVA 
Multiple regression 
Distribution Free/Non-parametric 
Kruskal-Wallis H/One-way ANOVA 
on ranks 
Friedman's rank test 
Logistic regression 

Chi-square test for independence 
G-test goodness of fit (large 
entries) 
Partial and marginal tables 
Multiple regression (dummy 
variables) 
Cochran's Q test (dichotomous 
Xs) 

 



 
Figure B1. Cheat sheet of statistical methods 



 

Table B2. Cheat sheet of statistical tests in SPSS 

VARIABLES 

Num Scale (Interval, Ratio) Nominal/Categorical 

1 

Measures of location, variability, etc. 
SPSS: Analyze => Descriptive Statistics => 
Frequencies 
SPSS: Graphs => Chart Builder Box-Plot 
 
Normally Distributed 
QQ and PP Plots/ KS test 
SPSS: Analyze > Descriptive > Q-Q Plot 
SPSS: Analyze > Nonparametric > Legacy > 1 
Sample KS (Prove it is not nonparametric) 
SPSS: Transform => Compute Variable => LG10 
 
Student t-test - independent t-test 

SPSS: Analyze > Compare Means > One‐Sample 
T-test 
 
Distribution Free/Non-parametric 
SPSS: Analyze => Nonparametric Tests => 
Binomial 
 
Sign test/Wilcoxon's test 
Two samples (Independent) Mann Whitney U Test 
=> SPSS: Analyze => Non-parametric => Legacy 
Dialogs => 2 Independent Samples 
Two samples (Paired) Wilcoxon Sign Test => SPSS: 
Analyze => Non-parametric => Legacy Dialogs 
=> 2 Related Samples 

SPSS: Bar graphs and pie 
charts 
Chi-square goodness of 
fit 
SPSS: Analyze => Non 
Parametric => One Sample 
=> Fields => Settings => 
Chi-square  
 
G-test goodness of fit 
  
  
  

  



 

Table B2. Cheat sheet of statistical tests in SPSS (Cont.) 

VARIABLES 

Num Scale (Interval, Ratio) Nominal/Categorical 

2 

Normally Distributed  
Paired t-test (one sample) 
One sample (Paired) => SPSS: Analyze > 
Compare Means > Paired Samples T Test 
 
Independence t-test (two samples) 

Two samples (Independent) => SPSS: 
Analyze > Compare Means > Independent 
Samples T Test 

 
Correlation – Regression 
SPSS: Graphs > Chart Builder >Scatter 
SPSS: Analyze > Correlate > Bivariate 
SPSS: Analyze > Regression > Linear 
>…Plot(select Z values) 
R2 => SPSS: Analyze => Regression => 
Linear => Save => Understandardized (x 
axis), Standardized (y axis) = Chart Builder 
 
Distribution Free/Non-parametric 
Wilcoxon's rank/rank sum 
One sample (Paired) SPSS: Analyze > 
Nonparametric Tests > Legacy Dialogs > 2 
Related Samples 
 
Mann-Witney 
Spearman's rank 
SPSS: Analyze > Correlate > Bivariate > 
Spearman (uncheck Pearson) 
 
Wilcoxon's signed rank 

One sample 
Cross-
tabulations/Contingency 
tables 
SPSS: Analyze => Descriptive 
Statistics => Crosstabs 
 
Chi-square test for 
independence 
  
Two or Many Samples 
Chi-square test for 
homogeneity 
 
G-test for independence 



 

Table B2. Cheat sheet of statistical tests in SPSS 

VARIABLES 

Num Scale (Interval, Ratio) Nominal/Categorical 

Many 

Normally Distributed 
One-Way ANOVA 
SPSS: Analyze > Compare Means > One 
way ANOVA or Analyze > Compare 
Means > Means => Option => check 
ANOVA Tables 
SPSS: Analyze > Compare Means > One 
way ANOVA 
 
Multiple regression 
SPSS: Analyze > Regression > Linear 
>…one dependent, many independent 
 
Distribution Free/Non-parametric 
Kruskal-Wallis H/One-way ANOVA on 
ranks 
 
Friedman's rank test 
SPSS: Analyze => Nonparametric => 
Related Samples => follow up with Graph 
Builder => Boxplots 
 
Logistic regression 
SPSS: Analyze > Regression > Linear 
>…one dependent, many independent 

McNemar's test 
(dichotomous) 
Fisher's exact test (N <= 5) 
SPSS: Analyze => Descriptive 
Statistics => Crosstabs => 
Exact => Asymptotic 
  
Multiple regression Cochran's 
Q test 
  
  
  

  


